Lesson1 CPU

s Teoxt

CPU is the abbreviation of Central Processing Unit, and pronounced as separate letters.
Sometimes it is referred to simply as the processor or central processor. The CPU is the
brains of the computer, it is responsible for handling all instructions and calculations it
receives from other hardware components in the computer and software programs running on
the computer. ™) For example, the CPU runs the operating system, the software programs
installed on your computer, and device peripherals such as printers and flatbed scanners. In
terms of computing power, the CPU is the most important element of a computer system.

All the CPU does is run programs by fetching instructions from RAM, evaluating them,
and executing them in sequence. The instructions are numbers of the binary system, in a
special format that is unique for each machine. The CPU breaks an instruction into parts to
see if it has to do something. For instance, a “1” in a certain position in an instruction could
mean that the CPU would have to load data in from RAM, or that it would have to add two
numbers. ! After the CPU determines what an instruction is supposed to do, it tells its
component parts what to do to complete the instruction.

A CPU has three typical components, that is Arithmetic and Logic Unit(ALU) ,Control
Unit(CU)and Registers. The ALU is made up of devices called gates that receive one or
more inputs and, based upon what function they are designed to perform, output a result. -
It performs simple arithmetic and logical operations, such as NOT, Left Shift, Right Shift,
Add, Subtract, AND, and OR. CU extracts instructions from memory, decodes and
executes them, calling on the ALU when necessary. Registers are temporary memory units
that store words. The registers are located in the processor, instead of in RAM, so data can
be accessed and stored faster.

On large machines, CPUs require one or more printed circuit blocks. On personal
computers (PC) and small workstations, the CPU is housed in a single chip called a

microprocessor. I
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Notea

[1] The CPU is the brains of the computer, it is responsible for handling all instructions
and calculations it receives from other hardware components in the computer and software
programs running on the computer.
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[2] For instance, a “1”in a certain position in an instruction could mean that the CPU
would have to load data in from RAM, or that it would have to add two numbers.
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[3] The ALU is made up of devices called gates that receive one or more inputs and, based
upon what function they are designed to perform, output a result,
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[4] On personal computers(PC)and small workstations, the CPU is housed in a single chip
called a microprocessor.
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I . Translate the following phrases into English.

L #BAER S
2. U — R — AT
3. I S Gk 2%
4. XAk A%

5. FAKA /i th R4

I . Translate the following sentences into Chinese,.

1. The instructions are numbers of the binary system, in a special format that is unique

for each machine.

2. CPU is the abbreviation of central processing unit, and pronounced as separate

letters.
3. The central processor is where most calculations take place.

4. Dual-core refers to a CPU that includes two complete execution cores per physical

processor.
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5. Processor: Short for microprocessor or CPU.

6. Integrated circuit: Another name for a chip, an integrated circuit (IC)is a small

electronic device made out of a semiconductor material.

Il . Identify the following to be true or false according to the text.

1. If you want to add two numbers, the operation will be performed by CU.
2. The instructions that are stored in registers will be lost when the computer is shut off.

3. One number of binary system may represent different means in different computers.
IV. Filling in each of the following blanks according to the text.

1. A CPU has three typical components, that is , , and

2. CPU extracts instructions from
3. The registers are located in
4. In terms of computing power, is the most important element of a computer

system.

= Reading Material

Try to find out.

<> How many processors are on a dual-core computer?
{ What’s the advantage of dual-core?
< What’s the difference between multi-thread technology and HT technology?

Dual-core Processor

Dual core refers to integrated circuits (silicon chips, f A ) that contain two complete
physical computer processors(cores)in the same IC package. Typically, this means that two
identical processors are manufactured so they reside side-by-side on the same die (347 4k & 7& [7]
— W& ). Tt is also possible to(vertically) stack two separate processor die and place them in
the same IC package. Each of the physical processor cores has its own resources
(architectural state, registers, execution units, etc. ). The multiple cores on-die may or may
not share several layers of the on-die cache.

Dual-processor, Dual-core, and Multi-core: Keeping It Straight

Dual-processor (DP) systems are those that contains two separate physical computer
processors in the same chassis (JE#). In dual-processor systems, the two processors can
either be located on the same motherboard or on separate boards. In a dual-core

configuration, an integrated circuit ( IC) contains two complete computer processors.
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Usually, the two identical processors are manufactured so they reside side-by-side on the
same die, each with its own path to the system front-side bus. Multi-core is somewhat of an
expansion to dual-core technology and allows for more than two separate processors.

Taking Advantage of Dual-core Technology

A dual-core processor has many advantages especially for those looking to boost their
system’s multitasking computing power. Dual-core processors provide two complete
execution cores instead of one, each with an independent interface to the frontside bus. Since
each core has its own cache, the operating system has sufficient resources to handle intensive
tasks in parallel(3§:17), which provides a noticeable improvement to multitasking.

Complete optimization for the dual-core processor requires both the operating system
and applications running on the computer to support a technology called thread-level
parallelism, or TLP. Thread-level parallelism is the part of the OS or application that runs
multiple threads simultaneously, where threads refer to the part of a program that can
execute independently of other parts.

Even without a multithread-enabled application, you will still see benefits of dual-core
processors if you are running an OS that supports TLP. For example, if you have Microsoft
Windows XP (which supports multithreading), you could have your Internet browser open
along with a virus scanner running in the background, while using Windows Media Player to
stream your favorite radio station and the dual-core processor will handle the multiple threads
of these programs running simultaneously with an increase in performance and efficiency.

Today Windows XP and hundreds of applications already support multithread
technology. especially applications that are used for editing and creating music files, videos
and graphics because types of programs need to perform operations in parallel. As dual-core
technology becomes more common in homes and the workplace, you can expect to see more

applications support thread-level parallelism.

intel)

Core’2
Duo

Intel & AMD Dual-core Desktop Processors

The Intel Pentium Processor Extreme Edition 840 running at 3. 2 GHz and Intel 955X
Express Chipsets G B 41) are being built into computers that are now entering the market.
This is Intel’s first desktop dual-core product supporting Hyper Threading Technology (HT
Technology). Processor features include the following:

Hyper-Threading Technology (#8 £ # # £): With HT technology, two threads can
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execute on the same single processor core simultaneously in parallel rather than context
switching between the threads.

Intel Extended Memory ($ J& Py £ ) 64 Technology: Provides flexibility for future
applications that support both 32-bit and 64-bit computing.

Dual-Core (3¢ # ): Two physical cores in one processor support better system
responsiveness and multi-tasking capability than a comparable single core processor.

AMD also announced its line of desktop dual-core processors, the AMD Athlon 64 X2
processor family. The initial model numbers in the new family include the 4200+ ,4400+,
4600+ and 4800+ (2. 2GHz to 2. 4GHz). The processors are based on AMD64 technology
and are compatible with the existing base of x86 software, whether single-threaded or
multithreaded. Software applications will be able to support AMD64 dual-core processors

with a simple BIOS upgrade and no substantial code changes.
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If we assume that the number of transistors per processor core remains relatively
fixed, it is reasonable to assume that the number of processor cores follows Moore’s

Law, which states that the number of transistors per a certain area on the chip will

double approximately every 18 months.

b &

=y Supplementary Reading

About AMD

“With AMD’s tremendous set of technology assets, diverse industry partnerships, and
rich talent base , we are uniquely capable of creating value for our customers as we change
the dynamics of the industry.”

—Hector Ruiz, Chairman of the Board and CEO, AMD

Igniting a New Level of Innovation

At AMD, innovation that truly works for people inspires us. For almost 40 years, the
technology needs of customers have shaped our strategic vision, leading to breakthroughs in
energy efficiency, digital entertainment, and affordable Internet access worldwide. Now we're
pushing further. With the acquisition of ATI and by closely collaborating with world-class
technology companies, AMD is helping to reinvent the industry through a strategy that delivers
relevant innovations, compelling experiences, and meaningful differences throughout the world.

The new AMD is a processing solutions powerhouse. We're working together with

computing, digital TV, and handheld companies as well as industry partners to create
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smarter choices for customers — from high-performance computing to wireless handsets to
HD digital video. AMD is inspiring the technology products of the future.

Providing the Building Blocks of Innovation

We believe that fair and open competition drives innovation. And when new technologies
flourish, businesses can reach higher levels of productivity. People can explore a world of
unlimited creativity. And everyone benefits from more choice in the global marketplace.

To help our technology partners compete more effectively, we provide the building
blocks of innovation, integrating indrustry-leading graphics and computer processing
technologies with advanced development resources and world-class engineering expertise.
Through AMD'’s ecosystem, we enable industry partners to build on existing innovations,
add their unique value, and create differentiated products to help them gain a competitive
advantage.

Delivering Compelling Experiences

As demand grows for more intense, more immersive digital experiences, we're up to the
challenge. The new AMD combines superior computing and graphics processing to create
powerful visual experiences on everything from PCs to digital televisions to handheld
devices.

For this next generation of computing, AMD processor-based systems and graphics are
designed to help customers realize the rich visual sophistication and true power of Windows
Vista. With graphically advanced processing and video technologies like ATT Avivo. and platforms
like the AMD LIVE! PC, we're changing the nature of competition to deliver the total interactive
entertainment experience, not just in computing, but in gaming and digital TV.

However, this is only possible through AMD’s commitment to being a good
collaborator. Our continuous drive to simplify our business process and provide the right
talent, tools, and technologies helps our industry partners anticipate future needs and
respond faster to new market opportunities.

Making a Difference in the World

At AMD., we believe that companies can do well while doing good. And we're dedicated to
making a difference in the success of businesses and the lives of people throughout the world.

We're pushing the edge of performance and efficiency. AMD is committed to designing
and building platforms that deliver more computing power using less energy and less space.
AMD is one of 11 founding members of the Green Grid, a global consortium dedicated to
developing and promoting energy efficiency for data centers and information services.

Through programs such as 50X15, AMD is driven to make the advantages of digital
technology ubiquitous. 50X15 is a global initiative founded by AMD that aims to enable
affordable Internet access and computing capabilities to 50 per cent of the world’s population
by the year 2015. To do this, we're leveraging our global ecosystem of strategic relationships
to develop usable technologies for the people who need them the most.

AMD at-a-glance

Founded in 1969 and based in Sunnyvale, California, AMD is a leading global provider
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of innovative processing solutions in the computing, graphics, and consumer electronics
markets. AMD is dedicated to delivering standards-based, customer-focused solutions for
technology users, ranging from enterprises and governments to individual consumers.

As a company. we are more than 16,000 strong with operations around the globe.

Deriving more than 75 percent of our revenues from international markets in 2006, we
truly are a company of the world.

Servers and Workstations

AMD is leading the way in crucial computing technologies like performance-per-watt,
virtualization, Direct Connect Architecture, and 64-bit and multi-core computing. AMD
Opteron. processors with DDR2 memory offer a seamless upgrade path to quad-core
computing to help lower total cost of ownership scaling business applications and
increasing capacity without incurring additional data center infrastructure costs.

Desktop and Notebook PCs

All AMD64 processors feature advanced technology like Direct Connect Architecture,
simultaneous 32-bit and 64-bit processing capabilities, and multi-core architecture. AMD
Athlon. 64 processors offer powerful performance for a rich digital experience. AMD
Turion. 64 Mobile Technology provides the ultimate in mobility, taking advantage of the
latest innovations in mobile computing. And the AMD Sempron. processor redefines
affordable performance.

Digital TV, Handhelds, and Game Consoles

AMD’s digital television business unit is a world leader in the design and manufacturing of
silicon and software solutions for integrated digital televisions. ATI Avivo technology
delivers PVR, HDTV, and next-generation HD disc capabilities with vibrant, sharp images.,
and smooth video playback. The AMD Imageon. product family of media processors provides
the high-quality, feature-rich multimedia experience demanded by mobile users.

AMD technology can be found in video game consoles, like Nintendo’s revolutionary
new Wii and Microsoft’s next generation Xbox 360; in more than 50 handheld devices on the
market, including Motorola multimedia cell phones; and in digital televisions from Samsung,
Sony, and others.

Multi-media and PC Gaming

Powered by AMD Athlon 64 X2 dual-core processors and AMD Turion 64 mobile
technology, and AMD’s award-winning ATI Radeon graphics processors, AMD LIVE!
desktop and notebook PCs let users consolidate all of their photos, videos, music, movies
and more, and then access them through their own PC or a range of digital devices.
Featuring AMD’s most advanced processor technology, the AMD Athlon 64 FX processor is
designed specifically for PC enthusiasts. Powering the AMD Quad FX platform with Dual Socket
Direct Connect Architecture, AMD Athlon 64 FX processors enable users to immerse

themselves in their digital world.
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s Text

Memory is something that stores, preserves and recalls data when needed. Your brain
has this capability and memory inside computers is an electronic incarnation of this concept. ™

Computer memory is used to store data that needs to be accessed by the Central
Processing Unit (CPU). It is the CPU that performs the laborious tasks, the memory acts as
storage for uncompleted tasks and other relevant information needed to accomplish those
tasks.

All the information in memory is encoded in fixed size cells called bytes. ™ A byte can
hold a small amount of information, such as a single character or a numeric value between
0 and 255. The CPU will perform its operations on groups of one, two, four, or eight bytes,

depending on the interpretation being placed on the data, and the operations required.
Forms of Memory

Although the term “computer memory” is commonly used to refer to RAM, there are
various other forms of memory inside a computer — such as the hard disk drive.
The illustration depicted in Figure 2. 1 below outlines the common memory architecture

adopted within most modern computers.
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Figure 2.1
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Any of the four major categories of memory in the diagram above can feed information
directly to the CPU. Each form of memory feeds the CPU at different speeds and efficiency
due to their different technological make up. '

Registers and cache will transfer data to the CPU at greater speeds than RAM and hard
disk drives. As the forms of memory in the top of the pyramid are costly to make, their size
are limited to make computers affordable. The size of memory forms towards the bottom of
the pyramid is made larger to hold all the other data that other forms cannot handle, -

It should also be noted here that physical RAM and cache are volatile in nature —
meaning they store, preserve and recall data so long as there is electrical power flowing
through the system. Once a computer system is shut off, the physical RAM and cache are
cleared. Disc storage by way of floppy disk, hard disk, CD-ROM and DVD-ROM drives
holds information those are required to be non-volatile in nature.

There is a trade-off between speed and cost, resulting in the development of such a
pyramid-like architecture. Information is prioritized in terms of importance and stability to

determine which form of memory would hold the data.

Registers

The bottle-neck in a memory and CPU architecture is the slow transfer speeds between
the two. The fastest, and sadly the most expensive, form of memory resolves this problem
by having the memory within the CPU itself. Data within registers are instantly fed to the
Arithmetic and Logic Unit (ALU) portion of the CPU making the relevant data instantly
available.

Registers are typically small in size and is controlled by the CPU’s compiler.
Cache

This form of memory can be considered as an intermediary between the main physical
RAM and the CPU. The cache makes any data frequently used by CPU instantly available. If
the required information is not located in the cache, a fetch is made from the main memory.

There are two levels of cache: level 1 cache (primary cache) and level 2 cache
(secondary cache).

Level 1 cache is built directly on the CPU, just like the registers. It is small in size,
ranging anywhere between 2 kilobytes (KB) and 128 KB. As this cache is closer to the CPU
than level 2 cache, its transfer speeds are faster as a result.

Level 2 cache is usually situated in close proximity to, but off, the CPU chip. ™
However, there are certain systems where the cache is built onto the CPU as like the level 1
cache. The size of level 2 cache ranges from 256KB to 2 megabytes (MB).

Both levels of cache use Static Random Access Memory (SRAM) to hold the data.

Main Memory

This is where most of the information that a CPU requires resides. “Main Memory”

commonly refers to Physical Memory, although a computer uses an operating system-
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imposed Virtual Memory in addition to physical memory. The amount of main memory on a
computer is crucial because it determines how many programs can be executed at one time
and how much data can be readily available to a program.

Physical memory uses Dynamic Random Access Memory (DRAM) to store the data,
and is considerably slower than the SRAM used by the cache. Information is exchanged
between the main memory and the cache to ensure that the more commonly accessed
information is placed in the cache to allow faster access speed. Operating system’s memory
management will automatically remove data held on both the physical and virtual memory.

The physical memory acts as an Input/Output (I/O) channel for data exchanged

between the computer memory and other forms of electronic storages.
Virtual Memory

Most operating systems have a form of memory management that caters for memory
needs beyond a computer system’s physical memory through the use of a swap file. /™) There
is a need for such memory management as operating systems themselves occupy a significant
portion of physical memory.

A swap file is a file located on a computer’s hard disk drive (HDD) that acts as an
extension to physical memory. However, the HDD has much slower access times than any of
the forms of memory discussed above. Hence, information is swapped between the main
memory and the swap file to ensure that the more frequently used information is located in

the main memory for faster access speeds.

- Key Words & Terms |
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[1] Your brain has this capability and memory inside computers is an electronic incarnation
of this concept.
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[2] All the information in memory is encoded in fixed size cells called bytes.

A H A called bytes &4 cells,
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[3] Each form of memory feeds the CPU at differing speeds and efficiency due to their
different technological make up.
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[4] The size of memory forms towards the bottom of the pyramid is made larger to hold all
the other data that other forms cannot handle.

4] Y to hold all the other data that other forms cannot handle 4 H 194k & , H v, that
other forms cannot handle ¥ & — % #& M 4], &4 data,
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[5] Information is prioritized in terms of importance and stability to determine which form
of memory would hold the data,

] P ) prioritized B R e ees XA 5E 7 5 in terms of 2 “F Mg -+t AR B eee oo o
data BB . 2 2 B A4 RE 2 BN datum,
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[6] Level 2 cache is usually situated in close proximity to, but off, the CPU chip.

AR proximity BRI A but off & X proximity to B A FE . BHIFE A MHA —E
PR,

B0 TR AL T AR 5L CPU A B & EAE CPU A BIAN

[7] Most operating systems have a form of memory management that caters for memory
needs beyond a computer system’s physical memory through the use of a swap file,

A1) swap file BN “I e CAE” 5 cater for B N “W A7 ;) that caters for memory
needs beyond a computer system’s physical memory through the use of a swap file &— &
15 M A] L /E a form of memory management [ 5 & ; through the use of a swap file £ ] 7 {E
WRiE B caters for,
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I . Translate the following phrases into English.

1. S B ALA A 25
2. BB BEHLAFAE
3. AT fif A
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5. — A

6. — AT
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7. B 45 R B g ()

Il . Translate the following sentences into Chinese,.

1. DRAM gets the “dynamic” in its name because it is refreshed thousands of times per

second.

2. RAM: A temporary storage memory area in computer where the operating system,

application programs, and data in current use are kept.
3. ROM is sustained by a small long-life battery in your computer.

4, RAM cache is a portion of memory made of high-speed static RAM.

Il . Identify the following to be true or false according to the text,

1. The speed of RAM is higher than the speed of cache.
2. Level 2 cache is built in the CPU.
3. The CPU can perform operations on group of ten bytes.

4. The capacity of Disc storage is usually larger than that of cache.
IV. Filling in each of the following blanks according to the text.

1. Disc storage holds information those are required to be in nature.

2. Registers are typically small in size and is controlled by the CPU’s

3. RAM and cache are in nature—meaning they store, preserve and recall data
so long as there is electrical power flowing through the system.

4. Physical memory uses to store the data, and is considerably slower than the

SRAM used by the cache.

= Reading Material

Try to find out.

< What components is a DRAM cell made up of?

<& What are the two functions performed by transistor?
<> Why is DRAM slower than SRAM?

<> Which one is more expensive, SRAM or DRAM?
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Types of RAM. Static and Dynamic

Dynamic Random Access Memory (DRAM)

DRAM is the more common type of the two. A memory cell of DRAM consists of a
transistor and a capacitor that holds a charge to represent one bit of binary information (0 or 1).

The transistor performs two functions: it reads the charge of the capacitor and it
changes the state of the capacitor (from 1 to 0 and vice versa).

When the capacitor is charged (3 ) s usually more than 50%, it represents the binary
“1” in the memory cell. When the capacitor is discharged, it represents “0”.

DRAM gets the “dynamic” in its name because it is refreshed thousands of times per
second. The reason for this is that the capacitors within DRAM do not hold their charge
(and thus the value of “1”) very well. It must be constantly recharged by a memory
controller before the capacitor drops to below 50% of its charge (which will represent “0”).

As DRAM must always refresh itself, it is slower (but cheaper!) than static RAM where such
a refresh operation is not needed. DRAM supports access times of 60 nanoseconds.

Static Random Access Memory (SRAM)

SRAM uses a different architecture than DRAM to hold data and is more reliable and
faster as a result. SRAM supports access times of just 10 nanoseconds.

The memory cell of SRAM consists of four or six transistors to place the cell in a state
of true or false (akin to the binary “1” and “0”). As a SRAM memory cell consists of more
components than DRAM, this result in a higher price tag and more space consumption.

As there are no capacitors within a memory cell, power is required to always flow to the
cell to maintain the data.

SRAM and DRAM are both volatile forms of memory as they require constant electrical
power to maintain the data. Once your computer is switched off, the RAM is cleared of data.

Due to price discrepancy between SRAM and DRAM, the majority of the space in a
computer’'s RAM is made of DRAM while SRAM is used as a memory cache.

%ﬂ LR LS -{"Hﬂﬂ'-"

Data stored within RAM can be randomly accessed if you know the physical address
of the memory cell — hence the “R” in RAM. Contrast this notion with Serial Access
Memory (SAM), where each memory cell is accessed sequentially until the relevant
information is found.

As RAM only accesses one address while SAM accesses multiple addresses before

reaching the desired data, random access is on average, faster than the serial access

method.
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n=p Supplementary Reading

Virtual Memory

A cache stores a subset of the address space of RAM. An address space is the set of
valid addresses. Thus, for each address in cache, there is a corresponding address in RAM.
This subset of addresses (and corresponding copy of data) changes over time, based on the
behavior of your program.

Cache is used to keep the most commonly used sections of RAM in the cache, where it
can be accessed quickly. This is necessary because CPU’speed increases much faster than the
speed of memory access. If we could access RAM at 3 GHz, there wouldn’t be any need for
cache, but RAM can’t keep up, we use cache.

What if we wanted more RAM than we had available. For example, we might have 1M
of RAM, what if we want 10M? How could we manage?

One way to extend the amount of memory accessible by a program is to use disk. Thus,
we can use 10 Megs of disk space. At any time, only 1 Meg resides in RAM.

In effect, RAM acts like cache for disk. This idea of extending memory is called virtual
memory. It’s called “virtual”, which doesn’t mean that it’s fake, but only because it’s not
RAM.

The real problem with disk is that it’s really, really slow to access. If registers can be
accessed in 1 nanosecond and cache in 5 ns and RAM in about 100 ns, then disk is accessed in
fractions of seconds. It can be a million times slower to access disk than a register.

The advantage of disk is it’s easy to get lots of disk space for a small cost.

Still, because disk is so slow to access, we want to avoid accessing disk unnecessarily.

Uses of Virtual Memory

Virtual memory is an old concept. Before computers had cache, they had virtual
memory. For a long time, virtual memory only appeared on mainframes. Personal computers
in the 1980s did not use virtual memory. In fact, many good ideas that were in common use
in the UNIX operating systems didn’t appear until the mid 1990s in personal computer
operating systems (pre-emptive multitasking and virtual memory).

Initially, virtual memory meant the idea of using disk to extend RAM. Programs
wouldn’t have to care whether the memory was “real” memory (i. e. , RAM) or disk. The
operating system and hardware would figure that out.

Later on, virtual memory was used as a means of memory protection. Every program
uses a range of addressed called the address space.

The assumption of operating systems developers is that any user program can not be
trusted. User programs will try to destroy themselves, other user programs., and the

operating system itself. That seems like such a negative view, however, it’'s how operating
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systems are designed. It’s not necessary that programs have to be deliberately malicious.
Programs can be accidentally malicious (modify the data of a pointer pointing to garbage
memory).

Virtual memory can help there too. It can help prevent programs from interfering with
other programs. Occasionally, you want programs to cooperate, and share memory. Virtual
memory can also help in that respect.

How Virtual Memory Works

When a computer is running, many programs are simultaneously sharing the CPU. Each
running program, plus the data structures needed to manage it, is called a process.

Each process is allocated an address space. This is a set of valid addresses that can be
used. This address space can be changed dynamically. For example, the program might
request additional memory (from dynamic memory allocation) from the operating system.

If a process tries to access an address that is not part of its address space, an error
occurs, and the operating system takes over, usually killing the process (core dumps, etc).

How does virtual memory play a role? As you run a program, it generates addresses.
Addresses are generated (for RISC machines) in one of three ways:

* A load instruction

» A store instruction

* Fetching an instruction

Load/store instructions create data addresses, while fetching an instruction creates
instruction addresses. Of course, RAM doesn’t distinguish between the two kinds of
addresses. It just sees it as an address.

Each address generated by a program is considered virtual. It must be translated to a
real physical address. Thus, address translation is occurring all the time. As you might
imagine, this must be handled in hardware, if it’s to be done efficiently.

You might think translating each address from virtual to physical is a crazy idea,
because of how slow it is. However, you get memory protection from address translation, so

it’s worth the hardware needed to get memory protection.



